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Abstract. The rise of AI has led to significant changes in various industries, highlighting the need 
for strong regulations to ensure ethical and responsible AI development and implementation. This 
paper compares the European Union (EU) and the United States (US) regulatory strategies in 
addressing AI. As demonstrated by the comprehensive AI Act, the EU's proactive approach 
prioritizes transparency, accountability, and human-centered AI. At the same time, the US takes a 
more flexible approach by focusing on innovation through industry-specific guidelines and 
existing laws. 
Introduction 
The advent of AI has profoundly impacted various sectors and societies worldwide, leading to a 
significant transformation. With AI technologies becoming more integrated into daily life, the 
necessity for comprehensive regulations to oversee their creation and implementation has become 
increasingly vital [1, 2, 3, 4, 5]. As major players in the global economy and technology sector, 
the EU and the US have taken different approaches to regulating AI. Stakeholders need to 
comprehend these approaches to effectively navigate the intricate realm of AI governance. 

The European Union has adopted a proactive approach to regulating artificial intelligence, 
highlighting the importance of implementing strict measures to guarantee AI's ethical 
advancement and application [6]. Programs such as the AI Act aim to create a strong system that 
emphasizes transparency, responsibility, and AI centered around human values. This strategy 
mirrors the EU's overarching regulatory principles, which frequently prioritize precaution and 
thorough supervision to address possible risks linked to emerging technologies. 

On the other hand, the United States has embraced a more hands-off strategy, prioritizing 
promoting innovation and economic development [7]. The regulatory landscape for artificial 
intelligence in the US is defined by its industry-specific directives and dependence on current laws 
rather than all-encompassing statutes [8]. This strategy seeks to find a middle ground between 
supporting technological progress and mitigating specific risks while avoiding excessive 
constraints on innovation [9, 10]. 

This study seeks to conduct a comparative assessment of the regulatory frameworks for AI in 
the European Union and the United States due to the identified criteria. By analyzing the 
fundamental principles, legislative measures, and practical consequences of each framework, we 
aim to provide insights into how these jurisdictions influence the trajectory of AI governance. 
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Results 
The Artificial Intelligence Act (AI Act): the state of the art. 
The European Union has recently reached a consensus on the AI Act, regarded as the inaugural 
comprehensive legislation on artificial intelligence worldwide. The AI Act introduced by the 
European Union will substantially influence individuals and industries that employ artificial 
intelligence. Establishing internal regulations encompassing ethical and legal dimensions of AI is 
imperative. 

The AI Act, an EU regulation governing artificial intelligence, was endorsed by the EU 
Parliament in mid-June 2023 [11]. Consequently, implementing this legislation within the next 1-
2 years will have jurisdiction over EU member states and establish a global benchmark [12]. The 
AI Act was formally adopted by the European Parliament on March 13, 2024, with a significant 
majority of 523-46 votes in support of the legislation [13]. In the most favorable scenario, 
prohibitions on specific applications of AI could potentially be implemented by the conclusion of 
the current year [14]. 

Key elements of the AI Act include risk-based classification, governance and enforcement, 
transparency and accountability, support for innovation and SMEs, and penalties for non-
compliance [15]. 

The EU AI Act has been the subject of diverse criticisms following its introduction, with several 
contentious issues emerging as focal points of debate. The EU's initiative to establish a global 
benchmark through the AI Act could face limitations in its international impact. Skeptics suggest 
that other nations may develop comparable digital regulatory frameworks, reducing the EU's 
competitive advantage in this domain [16, 17]. There was also debate regarding the Brussels 
Effect, a phenomenon in which regulations set by the European Union establish global standards 
by default. Some argue that the AI Act may not garner the same worldwide impact as past 
regulations, such as the General Data Protection Regulation (GDPR), citing its rigorous and 
intricate stipulations [17, 18]. The potential impact of stringent regulations, particularly on high-
risk AI systems, is a topic of concern due to the potential for stifling innovation. Compliance costs 
and operational hurdles could pose significant challenges for companies, potentially impeding the 
advancement and utilization of AI technologies within and beyond the European Union [17, 19]. 
The AI Act's regulations have extraterritorial reach, applying to companies outside the EU that 
affect EU citizens with their AI systems. This expansive scope prompts inquiries into the feasibility 
of enforcing these rules globally and the potential challenges international corporations face [20, 
21]. Critics, particularly human rights organizations, contend that the Act has various 
shortcomings. For example, the Act's inadequacy in completely prohibiting live facial recognition 
and the export of AI technologies with potential applications in social scoring have been identified 
as notable deficiencies, which could facilitate the misuse and exploitation of AI [20]. The Act 
categorizes AI systems based on risk levels, ranging from unacceptable to minimal risk, and the 
corresponding regulatory obligations are viewed as overly strict. Concerns have been raised 
regarding the lack of adaptability to the fast-paced advancement of AI technologies and their 
diverse uses [19]. 

 
Executive Order on the Safe, Secure, and Trustworthy Development and Use of Artificial 
Intelligence: the state of art. 
In 2023, the integration of AI into the political discourse in the United States became prominent 
[22]. However, this phenomenon extended beyond mere deliberations and encompassed tangible 
initiatives, culminating in President Biden's executive order on AI in late October [23]. This 
comprehensive directive entailed the imperative of enhancing transparency and establishing novel 
benchmarks in the field. 
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As a result of this undertaking, a distinct American version of AI policy started to take shape. 
It is characterized by its supportive stance towards the AI industry, prioritizing the adoption of 
optimal methods, delegating the formulation of regulations to various governmental bodies, and 
adopting a nuanced approach to regulating different sectors of the economy. 

The current year has the potential to capitalize on the progress achieved in 2023 with the 
implementation of numerous provisions outlined in President Biden's executive order. 
Additionally, considerable attention will be devoted to the forthcoming establishment of the US 
AI Safety Institute, an institution entrusted with implementing most of the policies stipulated in 
the order [23]. 

The casual conversation establishes the groundwork for a potentially significant legislative 
period regarding artificial intelligence, as there is increasing apprehension regarding its effects on 
employment, mental well-being, and democratic processes. 

President Biden's Executive Order on Artificial Intelligence has been met with commendation 
and critique. The following is an overview of the primary points of contention. Detractors contend 
that the executive order introduces substantial regulatory hurdles for AI developers, potentially 
hindering innovation and placing a strain on federal agencies tasked with its enforcement [24]. The 
criticism of the order stems from concerns regarding its inadequate enforcement mechanisms, 
specifically the absence of clear procedures to ensure adherence to safety testing and data-sharing 
requirements. This lack of oversight raises doubts about the feasibility of achieving the objectives 
outlined in the order [25]. Organizations criticized the expansion of federal authority through the 
order for its perceived negative impact on innovation and the development of new businesses. The 
political and factional tensions within the AI policy landscape are navigated to accommodate the 
diverse interests of different factions, such as progressives, longtermists, and AI hawks. The order 
acknowledges the potential for AI to worsen discrimination and privacy concerns but has faced 
criticism for lacking stringent enforcement measures to effectively address these issues. Critics 
contend that more decisive actions are necessary to prevent the discriminatory use of AI algorithms 
and ensure comprehensive data privacy protection [25,26]. 
Legal Frameworks Comparison. 
The AI Act and the Executive Order on the Safe, Secure, and Trustworthy Development and Use 
of Artificial Intelligence are pivotal in shaping the future landscape of AI governance. The focus 
is on key criteria. This comparison aims to highlight the similarities and distinctions between the 
two frameworks, providing a deeper understanding of how they approach these critical elements. 
The results are provided in Table 1. 
Social and Industrial Influence 
Strong regulations introduced in Europe can be seen as controversial. On the one hand, they 
strongly protect consumers and their rights from the unlimited greed of corporations; on the other 
hand, they very drastically limit the development of technology and, with very short adjustment 
times, are one of the main factors causing the loss of competitive advantage of the European 
industry compared to countries that do not introduce such regulations. 

Regulations introduced reasonably in the technological area lead to the development of 
materials [28-30] and their refinement by applying special layers [31,32] to obtain the desired 
technological properties [33-35]. This is used in traditional energy [36,37] and renewable energy 
[38,39]. Thanks to increased structural strength [40] and fatigue strength [41], it allows for more 
efficient and longer-term use of manufactured structures, devices, and vehicles [42], and thus for 
reducing pollutants [43,44] emitted into the natural environment, which is socially beneficial. 
Thanks to advanced methods of process optimization [45-47] and data analysis [48], increasingly 
cost-effective solutions are made available to society, including energy-efficient buildings [49] 
while maintaining the profitability of enterprises [50]. 
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Table 1. Legal frameworks comparison 

Criteria AI Act 
Executive Order on the Safe, Secure, 
and Trustworthy Development and 
Use of Artificial Intelligence 

1. 
Accountability 

The AI Act requires organizations to take 
responsibility for overseeing and managing their AI 
systems, provide detailed documentation, and accept 
liability for any negative consequences caused by their 
AI applications, including legal and regulatory 
obligations. 

Strategies for enforcing 
accountability among AI developers 
and organizations for the 
consequences of their AI 
technologies and operations. 

2. 
Transparency 

The AI Act mandates that companies must disclose 
comprehensive details about how their AI programs 
are developed and operated, including the data used 
for training, algorithms used, and decision-making 
processes. Companies must also report any significant 
incidents and energy usage associated with their AI 
systems. 

AI companies must adhere to 
specific criteria to offer transparent 
and easily understandable details 
regarding their AI models' 
functionality and decision-making 
processes. 

3. 
Quality 

The law requires companies to ensure their AI systems 
are trained on high-quality, unbiased data. It 
emphasizes the need for thorough testing to maintain 
fairness, accuracy, and reliability in AI-generated 
results. 

Criteria and protocols are 
established to guarantee the 
dependability, optimal functioning, 
and achievement of specific 
benchmarks for AI systems. 

4. 
Security and 
privacy 

To protect AI systems from cyber threats, companies 
must create thorough security protocols and prioritize 
safeguarding individuals' privacy by following GDPR 
regulations and securing sensitive data. It is also 
important for companies to report any major breaches 
that occur. 

Strategies for safeguarding sensitive 
information and mitigating security 
risks presented by artificial 
intelligence systems. 

5. 
Ethics 

The AI Act addresses ethical considerations by 
recognizing the potential threats to individual rights 
and democratic values posed by AI technology. It 
includes ethical principles to guarantee that AI 
systems uphold human dignity, privacy, and liberties. 

Guiding principles for the 
development and utilization of AI 
systems with a focus on equitable 
treatment, absence of bias, and 
upholding human rights. 

6. 
Safety of AI 
systems 

The legislation categorizes AI systems based on their 
risk level, prioritizing stricter regulations for high-risk 
systems that could impact health, safety, fundamental 
rights, and the environment. It requires regular 
evaluations of impact and safety, especially in critical 
sectors like insurance and banking. 

Ensuring the safe operation of AI 
systems and mitigating potential 
harm to individuals and society. 

7. 
Trustworthiness 

The AI Act prioritizes building trust in AI systems by 
ensuring they are reliable, explainable, and auditable. 
It mandates regular assessments, certification 
processes, and adherence to set standards to ensure the 
safety and effectiveness of AI systems. 

Establishing public confidence in 
artificial intelligence systems by 
demonstrating consistent 
performance, providing 
transparency, and adhering to ethical 
principles. 

8. 
Biometric 
identification 

The law sets strict rules for how law enforcement can 
use biometric recognition systems in public places, 
including measures to prevent abuse and ensure the 
technology is only used when necessary. 

Regulations and principles 
governing the integration of artificial 
intelligence in biometric recognition 
systems, with an emphasis on 
safeguarding privacy and promoting 
ethical practices. 
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Criteria AI Act 
Executive Order on the Safe, Secure, 
and Trustworthy Development and 
Use of Artificial Intelligence 

9. 
High-Risk AI 
systems 

The law sets specific guidelines for identifying high-
risk artificial intelligence systems and imposes strict 
requirements on them, including conducting 
assessments on how they may impact basic rights and 
continuous monitoring. These rules apply to industries 
where AI decision-making can greatly affect people, 
such as finance, healthcare, and public services. 

The identification and regulation of 
artificial intelligence systems are 
classified as high-risk based on their 
potential implications for safety, 
privacy, and ethical concerns. 

10. 
Energy 
consumption 
reporting 

Organizations are mandated to reveal the energy usage 
of their AI systems, thereby advancing sustainability 
and fostering accountability in the realm of AI 
development and implementation. 

In order to advance sustainability 
efforts and mitigate environmental 
consequences, it is imperative that 
AI companies adhere to regulations 
mandating the disclosure of energy 
consumption data related to their AI 
models. 

(source: developed by authors based on resources [11, 13, 15, 27]) 

Summary 
This study analyzes the regulatory structures for AI in the EU and the US, emphasizing their 
differing strategies for governing AI. The EU's recently approved AI Act imposes strict guidelines 
to promote ethical AI advancement, focusing on risk assessment, transparency, and accountability. 
It requires thorough documentation, compliance with rigorous data standards, and strong security 
and privacy measures. Critics question its potential to hinder innovation and its limited reach 
beyond the EU. On the other hand, the regulatory strategy in the US, as detailed in President 
Biden's Executive Order on AI, is marked by a more permissive approach that prioritizes fostering 
innovation. This approach is based on current regulations and industry-specific recommendations, 
with an emphasis on best practices, transparency, and ensuring safety. While this approach 
encourages progress in technology, it has been criticized for its perceived lack of rigorous 
enforcement and the possible imposition of regulatory hurdles.  

The article focuses on essential factors, including accountability, transparency, quality, 
security, ethics, safety, trustworthiness, biometric identification, high-risk AI systems, and energy 
consumption disclosure, by conducting a comparative examination. The research offers an in-
depth insight into how the regulatory frameworks of the EU and the US tackle these pivotal 
aspects, shaping the direction of AI governance on a worldwide scale. 
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