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Abstract. Numerical modeling and simulation are very useful tools for assessing the impact of 
process parameters and predicting optimized conditions in Laser Directed Energy Deposition (L-
DED) processes. Heat source parameters have a great influence on the accuracy of numerical 
modeling for predicting temperature fields and residual stresses. This paper presents a coupled 
experimental-numerical procedure to determine the Goldak’s heat source model parameters. 
Graded single-clad tracks were printed with the laser beam power increased continuously at a 
constant powder feeding rate and scanning speed. Bead widths, heights, and penetration depths 
were measured at different locations along the deposited track and then used as experimental data 
for an inverse identification process using the FEA code ABAQUS and the optimizer iSIGHT. The 
obtained results show that the accuracy of the numerical model is increased with optimized 
parameters. 
Introduction 
Laser Directed Energy Deposition (L-DED) is an economic process to produce three-dimensional 
complex parts, a very interesting solution for the low-cost repair of damaged high-value 
components, and for coatings with improved surface properties [1]. 

To obtain an optimal coating, free of defects such as porosity and cracking [2], it is important 
to find an appropriate process. According to Thompson et al. [3], the most influencing parameters 
on the L-DED process are the laser power, the laser scanning speed, the powder feeding rate, the 
overlap percentage between two single tracks, the dwell time between two layers, the laser spot 
diameter, and the laser scanning strategy. Testing experimentally so many different parameter 
combinations can be expensive and time-consuming. 

Numerical modeling and simulation are very useful tools for assessing the impact of process 
parameters and predicting optimized conditions in L-DED processes. In typical residual stress 
simulations, the thermal part of the process is first simulated, and then the thermal fields are used 
as input for the mechanical analysis. Indeed, thermal fields play a major role in the quality of L-
DED parts. L-DED consists of the deposition of multiple layers, which will be heated up and 
cooled down as a new layer is deposited. This phenomenon is known as thermal cycling and the 
resulting thermal history can lead to anisotropic structures [5]. An anisotropic structure can, with 
use, lead to cracking and thus degrading the part properties [6]. 
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Heat source parameters have a great influence on the accuracy of numerical modeling for 
predicting temperature fields and residual stresses. The Goldak equivalent heat source (double 
ellipsoid) is the most widely used heat input model for welding and L-DED simulations [4].  

In most cases, Goldak’s model parameters are determined from experimentations [7], which 
consequently leads to errors in simulation as the modeling requirements are more complex and 
experimental validations have limitations [8]. Thus, the parameters of the heat source model should 
be optimized to obtain a more accurate melt pool. 

In this article, experimental work has been conducted in order to obtain input data for the 
calibration of the heat source model by printing graded single-clad tracks with the laser beam 
power increased continuously and keeping constant the powder feeding rate and the scanning 
speed. To optimize the heat source parameters, the thermal simulation using ABAQUS software 
was coupled with iSIGHT optimizer. The originality of our work stands in the fact that we do not 
use thermocouples to adjust our model, but instead, we use experimentally measured bead 
geometry: width, height, and penetration depth.  
Experimental Methodology 
The substrate used for the experiments was a hot work tool steel bloc (AISI H11) and the deposit 
was Ferro 55 metal powder (AISI H13) from Voestalpine Böhler. The chemical compositions of 
these materials are given in Table 1. 
 

Table 1: Chemical composition of AISI H11 and H13 alloys. 
Elements C Mn Si S P Cr Mo V Ni Cu Fe 

AISI H11 wt% min 0.38 0.20 0.80 / / 4.75 1.20 0.40 / / / 
wt% max 0.43 0.40 1.00 0.015 0.015 5.25 1.40 0.60 0.25 0.35 Bal. 

AISI H13 wt% 0.36 0.80 0.35 / / 7.00 2.40 / / / Bal. 
 

Graded single-clad tracks were printed by increasing the laser beam power (increase of 50 W 
each 4 mm) at different constant powder feeding rates and scanning speeds by using a TRUMPF 
Trulaser Cell 7020 machine and TruDisk 4002 laser system with a Yb:YAG environment and a 
1030 nm wavelength. The obtained samples were then cut with an Al2O3 cutting disk, coated with 
a phenolic resin, and polished with Al2O3 and SiC abrasive papers (320, 600, and 1200 grains), 
then with polishing cloth and diamond polishing paste (9, 6, 3 and 1 µm). After etching with a 
Nital 4% solution for 1min30s, the samples were observed with a digital microscope Keyence 
VHX-7000 to measure the height (𝐻𝐻), width (𝑊𝑊), and penetration depth (𝑝𝑝) of the single-clad 
tracks as illustrated in Fig. 1. 
 

 

Fig. 1: Schematic of a cross-section of single-clad track. 
Thermal Simulation 
The thermal analysis is based on the law of energy conservation and Fourier’s law. The equation 
governing 3D heat transfer is generally stated as: 
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𝜌𝜌𝐶𝐶𝑝𝑝(𝑇𝑇) 𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

= ∇(𝜆𝜆(𝑇𝑇)∇T) + 𝑞𝑞𝑣𝑣. (1) 

where 𝜆𝜆(𝑇𝑇) is a thermal conductivity [W/m/K] and 𝑞𝑞𝑣𝑣 is a laser beam heat source power [W/m3]. 
Initial condition 𝑇𝑇(0) = 𝑇𝑇0 , and boundary conditions considering the convection heat loss and 

radiation emission heat loss complete Eq. (1) as follows: 

𝑞𝑞𝑠𝑠 = −𝜆𝜆(𝑇𝑇) 𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

= ℎ𝑐𝑐(𝑇𝑇 − 𝑇𝑇∞) + 𝜀𝜀𝜀𝜀(𝑇𝑇4 − 𝑇𝑇∞4). (2) 

where ℎ𝑐𝑐 is the convective coefficient, assumed as ℎ𝑐𝑐 = 25 [𝑊𝑊/𝑚𝑚2/𝐾𝐾], 𝜀𝜀 is the emissivity 
coefficient, assumed as 𝜀𝜀 = 0.8, 𝜎𝜎 is the Stefan-Boltzmann constant, and 𝑇𝑇∞ is the ambient 
temperature assumed as 𝑇𝑇∞ = 298 [𝐾𝐾]. 

The Goldak equivalent heat source (double ellipsoid) is considered in this study. Its power 
density distribution is given by [7]: 

𝑞𝑞𝑓𝑓/𝑟𝑟 =   6√3𝑓𝑓𝑓𝑓/𝑟𝑟

𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎√𝜋𝜋
𝑄𝑄𝑒𝑒

−3𝑥𝑥3

𝑐𝑐²𝑓𝑓/𝑟𝑟𝑒𝑒
−3𝑦𝑦2

𝑎𝑎2 𝑒𝑒
−3𝑧𝑧3

𝑏𝑏2 . (3) 

where 𝑎𝑎, 𝑏𝑏, 𝑐𝑐𝑓𝑓, 𝑐𝑐𝑟𝑟 define the axes of the ellipsoidal heat source. 𝑄𝑄 is the heat source power. 𝑓𝑓𝑓𝑓/𝑟𝑟 
defines the energy flow intensity. Subscript “𝑓𝑓” represents the region front portion of the melt pool 
and “𝑟𝑟” represents the rear region of the melt pool. These parameters will be identified in this 
study. 

The numerical simulation considers temperature dependent thermal conductivity presented in 
Fig. 2(a) and temperature dependent specific heat presented in Fig. 2(b). The latent heat effect at 
fusion, which is given in terms of solidus (𝑇𝑇𝑠𝑠) and liquidus temperatures (𝑇𝑇𝑙𝑙) and the latent heat 
(𝐿𝐿𝑓𝑓), is assumed to be in addition to the specific heat effect. In the simulations, were assumed: 
𝑇𝑇𝑠𝑠 = 1588 [𝐾𝐾], 𝑇𝑇𝑙𝑙 = 1717 [𝐾𝐾] and 𝐿𝐿𝑓𝑓 = 282 [𝑘𝑘𝑘𝑘/𝑘𝑘𝑘𝑘]. The density is assumed constant 𝜌𝜌 =
7810 [𝑘𝑘𝑘𝑘/𝑚𝑚3]. In this paper, the same material properties are assumed for AISI H11 and AISI 
H13. 
 

 
(a) 

 
(b) 

Fig. 2: Thermal conductivity (a) and specific heat (b) assumed in simulations. 
 

The thermal simulation was performed with ABAQUS 2019 software using the built-in features 
for AM Modeler [9]. Progressive element activation is used to model the deposition of raw material 
from a moving nozzle. The thermal energy used to heat the bead to the melting point will be applied 
when the bead is deposited (i.e., activated element). In this study, this energy is distributed over 
the activated elements assuming a Goldak heat source [10]. The finite element mesh consisted of 
hexahedral 8-nodes linear thermal elements (type DC3D8) with average edge lengths of 0.5 mm 
and refined to 0.1 mm in the substrate (on a layer of 1 mm), yielding a model with around 130,000 
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elements. Figure 3 shows the ABAQUS finite element mesh for the single-clad track. The analysis 
time increment was locked at ∆t = 0.05 [s]. 
 

 
Fig. 3: Finite element mesh of single-clad track. 

 
Inverse Identification Procedure 
Inverse identification method is used to determine the set of the Goldak model parameters that 
minimize the difference between the calculated values of the thermal model and the corresponding 
experimental data. The problem is formulated as a least square problem: 

Find 𝑃𝑃𝑜𝑜𝑜𝑜𝑜𝑜 ∈ 𝒫𝒫, such as Φ�𝑃𝑃𝑜𝑜𝑜𝑜𝑜𝑜� = min
𝒫𝒫

Φ(𝑃𝑃) 

where: 

Φ(𝑃𝑃) = �∑ �𝑇𝑇𝑖𝑖𝑠𝑠𝑠𝑠𝑠𝑠(𝑃𝑃) − 𝑇𝑇𝑖𝑖
𝑒𝑒𝑒𝑒𝑒𝑒�

2𝑛𝑛
𝑖𝑖=1 . (4) 

with the constraint: 

𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚𝑠𝑠𝑠𝑠𝑠𝑠 (𝑃𝑃) < 𝑇𝑇𝑒𝑒𝑒𝑒. (5) 

where Φ(𝑃𝑃) is the objective function; 𝑇𝑇𝑖𝑖𝑠𝑠𝑠𝑠𝑠𝑠(𝑃𝑃) is the ith calculated temperature; 𝑇𝑇𝑖𝑖
𝑒𝑒𝑒𝑒𝑒𝑒 is the ith 

measured temperature; 𝑃𝑃 represents the parameters to be optimized; 𝑛𝑛 is the number of 
measurements, 𝒫𝒫 is the constraint space, 𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚𝑠𝑠𝑠𝑠𝑠𝑠(𝑃𝑃) is the maximum calculated temperature and 𝑇𝑇𝑒𝑒𝑒𝑒 
is the evaporation temperature assumed as 𝑇𝑇𝑒𝑒𝑒𝑒 = 3135 [𝐾𝐾] [11]. 

In this paper, the optimization problem was solved by coupling iSIGHT and ABAQUS. Fig. 4 
shows the flow chart of the inverse identification method. In this method, three components were 
used: i) ABAQUS : performs the numerical thermal simulation using 𝑃𝑃 parameters with similar 
initial and boundary conditions to experiments and extracts 𝑇𝑇𝑖𝑖𝑠𝑠𝑠𝑠𝑠𝑠(𝑃𝑃) and 𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚𝑠𝑠𝑠𝑠𝑠𝑠(𝑃𝑃) ; ii) Calculator: 
calculate Φ(𝑃𝑃) using recorded measurements 𝑇𝑇𝑖𝑖

𝑒𝑒𝑒𝑒𝑒𝑒 ; iii) Optimization1: adjusts the parameters 𝑃𝑃 
by minimizing Φ(𝑃𝑃) with the constraint 𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚𝑠𝑠𝑠𝑠𝑠𝑠 (𝑃𝑃) < 𝑇𝑇𝑒𝑒𝑒𝑒. The optimization process stops when the 
maximum iterations 𝑁𝑁 is reached or when Φ(𝑃𝑃) < 𝜖𝜖, where 𝜖𝜖 = 10−6 is the global convergence. 
 



Material Forming - ESAFORM 2024  Materials Research Forum LLC 
Materials Research Proceedings 41 (2024) 32-39  https://doi.org/10.21741/9781644903131-4 

 

 
36 

 
Fig. 4: Flow chart of the inverse identification method by coupling iSIGHT and ABAQUS. 

 
Results and Discussion 
To illustrate the proposed methodology, we have selected a graded bead deposited at a scan speed 
of 𝑉𝑉𝑠𝑠 = 0.9 [m/min] and a powder deposition rate of 𝐹𝐹 = 25 [g/min]. The laser beam spot size 
was measured to be 4 mm in diameter. The laser power was varied from 𝑃𝑃 = 1450 to 2550 [W]  
(increase of 50 W each 4 mm). Fig. 5 shows the deposited graded bead. 
 

 
Fig. 5: Graded bead deposited at 𝑉𝑉𝑠𝑠 = 0.9 [𝑚𝑚/𝑚𝑚𝑚𝑚𝑚𝑚], 𝐹𝐹 = 25 [𝑔𝑔/𝑚𝑚𝑚𝑚𝑚𝑚] and 𝑃𝑃 =

1450 𝑡𝑡𝑡𝑡 2550 [𝑊𝑊]. 
 

The obtained sample was then cut along the lines drawn in Fig. 5, coated with a phenolic resin, 
and polished. After an etching, the cross-sections of cut samples were observed with the digital 
microscope as shown in Fig. 6. The measured height (𝐻𝐻), width (𝑊𝑊) and penetration depth (𝑝𝑝) of 
the cuts are given in Table 2. 

 

 
Fig. 6: Observed cross-sections. 

 
Table 2: Measured height, width, and penetration depth of the cross-sections of the graded 

single-clad track. 
Cross-section P [W] H [mm] W [mm] p [mm] 

1 1650 0.338 2.330 0.098 
2 2050 0.352 3.064 0.365 
3 2400 0.470 3.191 0.494 

From the experimental results of the penetration depth (p), we have positioned three nodes in 
the finite element mesh in locations corresponding to the experiment penetration depth to record 
their temperatures during the simulations. Due to the meshing constraints, the three nodes were 
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respectively chosen at 0.1 mm, 0.4 mm, and 0.5 mm from the surface of the substrate. The highest 
temperatures of these nodes during the simulations are extracted automatically from the 
corresponding ABAQUS output database and used as 𝑇𝑇𝑖𝑖𝑠𝑠𝑠𝑠𝑠𝑠(𝑃𝑃) in Eq. (4). The penetration depth 
corresponds to the melt pool depth [12], where the material reaches its melting temperature 
assumed as 𝑇𝑇𝑚𝑚 = 1700 [K] [13]. The experimental values 𝑇𝑇𝑖𝑖

𝑒𝑒𝑒𝑒𝑒𝑒 in Eq. (4) were then set to 𝑇𝑇𝑚𝑚 as 
it is the temperature target in the corresponding node to get the material melted. 

Initial model parameters are important for the success of the identification procedure. The 
double ellipsoid heat source dimensions parameters in Eq. (3) are dependent on experiment cases 
and are initialized as: 𝑎𝑎 = 𝑊𝑊/2, 𝑏𝑏 = 𝐻𝐻 + 𝑝𝑝, 𝑐𝑐𝑓𝑓 = 𝑊𝑊/2, and 𝑐𝑐𝑟𝑟 = 2𝑐𝑐𝑓𝑓 [14]. Initial and identified 
parameters are listed in Table 3. 
 

Table 3: Initial and identified Goldak’s model parameters. 
Parameters P [W] a [mm] b [mm] 𝑐𝑐𝑓𝑓 [mm] 𝑐𝑐𝑟𝑟 [mm] 

Initial 
1650 1.165 0.436 1.165 2.330 
2050 1.532 0.717 1.532 3.064 
2400 1.596 0.964 1.596 3.191 

Identified 
1650 1.165 0.498 1.040 2.301 
2050 1.532 0.845 1.400 3.333 
2400 1.596 0.768 1.826 4.837 

 
The calculated temperature histories of three nodes located in the three cross-sections calculated 

using the double ellipsoid heat source model with the initial and identified parameters are plotted 
in Fig. 7. The maximum temperatures calculated with the initial parameters are underestimated for 
the nodes located in the cross-sections 1 and 2 and overestimated for the node located in the cross-
section 3 compared to the melting temperature (1700 [K]). However, with the identified 
parameters, the maximum temperatures for the nodes located in the cross-sections 1 and 2 
correspond exactly to the melting temperature, and that for the node located in the cross-section 3 
is slightly overestimated without consequences on the final quality of the results given in Fig. 8.  

 

 
Fig. 7: Calculated temperature histories of the three nodes located in the three cross-sections. 

Fig. 8 illustrates the temperature distributions on the three cross-sections of the graded single-
clad track, which were calculated using the double ellipsoid heat source model with the identified 
parameters. In all cases, the boundaries of the fusion zone obtained numerically have similar 
shapes in comparison with the experimental ones. Therefore, numerical values of the bead width, 
the bead height and the penetrated depth have good agreement with those obtained experimentally. 
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These results enable this methodology to perform the following analyses based on the identified 
parameters. 
 

 
Fig. 8: Comparison of fusion zone shape, numerically and experimentally obtained for the three 

cross-sections. 
Conclusion 

1) Coupling of optimization technique with finite element method, which takes account of 
experimentally measured bead geometry: width, height, and penetration depth, is important 
to identify heat source parameters.  

2) Printing graded tracks is a low-cost solution for the identification of heat source 
parameters. 

3) The results show that the accuracy of the numerical model is increased with optimized 
parameters. 

4) The proposed identification procedure can be extended to other deposit/substrate couples. 
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